
Amplify: self-evolving 
human-in-the-loop



A large part of what makes LSEG’s offerings so valuable is its army 
of analysts sifting through countless documents and extracting 
financial data. This includes financial metrics from filings reports 
and ESG metrics from company reports – to name just two. 
The work is by and large manual and complex but LSEG have 
developed and deployed a human-in-the-loop (HITL) system to 
assist the analysts by partially automating their work. 

Amplify, the HITL system, uses Machine Learning (ML) to train and 
refine models incorporating the analyst’s expertise as a natural part 
of their workflow. The trained models automatically suggest to the 
analyst the financial data to be extracted in a specific document.
This way, The analysts have an ever-self-improving system that 
helps them in automating their day-to-day job.
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Figure 1: Amplify conceptual diagram



HITL in action 
When analysts scrape ESG-related data from company reports, one 
of the metrics of interest is Board Member Re-election Years, i.e., 
the length of a board member’s term. To find the relevant figure, 
an analyst would open the document and look for key words such 
as ‘board’, ‘elected’, ‘term’, etc. Then they would go through the 
sentences containing the relevant key terms to determine if there 
is in fact a reference to the length of the board member’s term. 

Amplify acts as an add-on to this flow, where instead of searching 
for key terms, an analyst can view a list of suggested ESG metrics 
by the system (right-hand side in screenshot below). Once she 
presses on an item in the list it opens and highlights to the left the 
relevant sentence from the document as well as showing to the 
right the actual values:
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The analyst may choose to accept, amend or reject the system’s 
suggestion. This choice will contribute to improving the model and 
lead to a better suggestion in the next document.

ML 1O1
One of the benefits of Amplify is its ability to improve upon the 
analyst’s feedback (approve, amend, reject). This is done using ML 
and Large Language Models (LLMs). 

A very basic notion of ML is discriminating between two classes, 
e.g., Board Members Re-election Years vs. all the rest. To learn to 
do this, during ‘train time’ an ML model must be presented with 
examples representing each of the two classes. These examples 
are obtained in Amplify free of charge, since we use analysts’ work 
to collect them implicitly – i.e., positive examples are taken from 
those sentences analysts have flagged as related to the class of 
Board Members Re-election Years while negative ones are taken 
from the rest of the sentences.

Once we have the set of examples, we need to encode them in a 
way that will let the ML model train easily. There are lots of ways for 
doing that, e.g.: character-based encoding, word-based encoding, 
custom rules – sentence contains one of a predefined list of words, 
sentence contains numbers. 

One of the challenges with these methods is that they need a 
reasonably large set of examples to kickstart the model –  
but for the system to be effective from day one,  
we want it to work on a few-shot example set.

Figure 2: Amplify - an ESG overview
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The value of LLMs 
LLMs are trained on vast amounts of text and are good at encoding 
sentences into numeric vectors in a way that allows an ML model 
to discriminate between classes using as little as a single example.

So, the full flow is as follows:

1.	� At train time, all the examples are encoded using an LLM; then 
an ML model is trained to discriminate between the two classes.

2.	� At runtime, all the sentences of the current document are 
encoded using the same LLM and fed to the model trained in 
stage (1) which identifies each sentence as Board Members  
Re-election Years-related or other.

Technicalities under the hood
One advantage Amplify has over other ML-based projects is 
the fact that training happens iteratively and automatically in 
the production environment. This calls for a significant MLOps 
consideration.

In Amplify we use a cloud-based approach to facilitate the 
following:

	– Iterative and automatic model training, validation and 
deployment

	– GPU provisioning: the usage of LLMs requires specialised 
hardware (GPUs) to ensure acceptable latency

Some questions to consider
When building Amplify, we considered the following questions:

	– Model sharing: there are numerous analysts performing the 
same work on different documents. Should they all train and use 
the same model or should they share a joint one? By sharing a 
model they can all enjoy the benefits of each other’s work… but 
one rogue analyst can compromise the effectiveness of the rest.

	– When to trigger model training? In theory, it makes sense to 
train a model every time new analyst feedback is available. But 
model training is costly in terms of compute resources and time, 
so we need to consider the ROI of each training step.

	– How do we make sure that the new model is better than the 
previous one? In theory more data means a better model – but 
in practice some data may be problematic and cause the model 
to misbehave.

	– What should be done with concept or data drifts? Over time, the 
documents may change their nature as well as some concept 
definitions. When such a drift occurs, we need to identify it and 
decide whether we want to mix data from before the drift with 
new data. 

Conclusion
At LSEG, we place great emphasis on collecting and supplying 
our customers with high-quality data. This information gathered by 
thousands of experienced analysts who feed our databases with 
industry-leading data. Amplify was created using our extensive 
experience in NLP and ML to make their work easier, allow them to 
concentrate on the more difficult tasks and expand our coverage. 
It is a solution designed to empower both our analysts and our 
customers.

https://en.wikipedia.org/wiki/MLOps
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